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Forecasting Government Bond Risk Premia
Using Technical Indicators

Abstract

While economic variables have been used extensively to forecast the U.S. bond risk pre-

mia, little attention has been paid to the use of technical indicators which are widely employed

by practitioners. In this paper, we fill this gap by studying the predictive ability of technical

indicators vis-á-vis economic variables. We find that technical indicators have significant both

in- and out-of-sample forecasting power. In addition, utilizing information from both technical

indicators and economic variables increases substantially the forecasting performances relative

to using just economic variables and results economically significant utility gains. Moreover,

we find that the economic value of the bond risk premia forecasts are only comparable to that

of the equity risk premium forecasts, despite the out-of-sample R2s in the bond market are

more than 10 times greater than those in the stock market.

JEL classifications: C53, C58, G11, G12, G17
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I. Introduction

There are a number of studies that use various financial and macroeconomic variables to predict

the excess returns, bond risk premia, on U.S. government bonds. For examples, while Fama and B-

liss (1987) provide evidence that the n-year forward spread predicts n-year bond risk premia, Keim

and Stambaugh (1986), Fama and French (1989), and Campbell and Shiller (1991) show that yield

spreads have such predictive power too; Ilmanen (1995) find bond risk premia predictability across

countries using macroeconomic variables, and Baker, Greenwood, and Wurgler (2003) detect the

predictability with the use of the maturity of new debt issues. Recently, based on a linear combina-

tion of five forward rates, Cochrane and Piazzesi (2005) find a much higher predictive R2, between

30% and 35%, for the risk premia on short-term bonds with maturities ranging from two to five

years. Ludvigson and Ng (2009) demonstrate further that the impressive predictive power found by

Cochrane and Piazzesi (2005) can be improved with five macroeconomic factors estimated from a

set of 132 macroeconomic variables that measure a wide range of economic activities.

In this paper, we study the predictive power of a new set of predictors on bond risk premi-

a. We use technical indicators (past price/volume patterns) constructed from both the bond and

stock market as the set of predictors. Studies that use technical indicators in the equity market

date back to Cowles (1933). Brock, Lakonishok, and LeBaron (1992), Bessembinder and Chan

(1998), Lo, Mamaysky, and Wang (2000), Han, Yang, and Zhou (2012), and Neely, Rapach, Tu

and Zhou (2012), among others, find that technical indicators have significant forecasting power

on the equity risk premium, which may help understand why technical indicators are widely em-

ployed to discern market price trends by traders and investors (e.g., Schwager, 1989, 1992, 2012;

Billingsley and Chance, 1996; Covel, 2005; Park and Irwin, 2007; Lo and Hasanhodzic, 2010).1

However, to the best of our knowledge, there are no academic studies that examine the predictive

power of technical indicators in the bond market. In filling this gap, we seek to answer two ques-

1In foreign exchange markets, academic studies generally find stronger support for the predictability of technical
analysis. For example, Neely, Weller, and Dittmar (1997), LeBaron (1999) and Neely (2002) show that moving
averages generate substantial portfolio gains for currency trading. Moreover, Menkhoff and Taylor (2007) argue that
technical analysis today is as important as fundamental analysis to currency mangers.
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tions: (1) Do technical indicators provide useful information for forecasting bond risk premia? (2)

Can technical indicators be used in conjunction with economic predictors, such as forward rates

and macroeconomic variables, to improve bond risk premia predictability? Moreover, extending

the earlier studies of Cochrane and Piazzesi (2005) and Ludvigson and Ng (2009) on short-term

government bonds, we also study in this paper the predictability of long-term government bond

risk premia with maturities ranging from 17 to 20 years.

We use a total of 63 technical indicators. The first type of technical indicators is constructed

on moving averages of lagged forward spreads. Cochrane and Piazzesi (2005) provide strong

empirical evidence that lagged forward rates contain information about the excess bond returns

beyond that contained in forward rates of current month. This finding suggests that current term

structure does not span all information relevant to forecasting future excess returns. Thus, we

construct the first 48 technical indicators based on the moving averages of past forward spreads in

the standard way of trend-following technical analysis. Technical analysts frequently use volume

data in conjunction with past prices to identify market trends. In view of this, the second type

of technical indicator for this study will be constructed on “on-balance” volume (e.g., Granville,

1963). Since bond market trading volume data are unavailable to us, we construct the next 15

technical indicators based on stock market trading volume.2 Hence, we have a total of 63 technical

indicators.

Econometrically, including a large number of technical indicators in a predictive regression

model simultaneously makes in-sample over-fitting a great concern, which is likely to deliver poor

out-of-sample forecasts.3 To avoid over-fitting, following Ludvigson and Ng (2007, 2009, 2011),

we generate bond risk premia forecasts based on only a small number of principal component (PC)

factors extracted from the set of 63 technical indicators.

We analyze the predictability both in- and out-of-sample, because both approaches have relative

2Given that the stock and bond markets are closely related (e.g., Fama and French, 1989; Lander, Orphanides and
Douvogiannis, 1997; Campbell and Vuoltenaho, 2004; Goyenko and Ukhov, 2009; Bekaert and Engstrom, 2010), the
stock market volume technical indicators serve as a proxy for bond market volume indicators. We do not examine the
technical indicators based on stock price moving averages as they are dominated by the same moving averages based
on bond data.

3For instance, Hansen (2009) finds that good in-sample fit is often related to poor out-of-sample performance.
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strengths. Use of the entire sample enables in-sample tests to be more powerful for detecting

the existence of return predictability; in-sample estimation also provides more efficient parameter

estimates and thus more precise estimates of the expected bond risk premium. On the other hand,

out-of-sample methods implicitly test the stability of the data-generating process and guard against

in-sample overfitting. Moreover, as emphasized by Goyal and Welch (2008), out-of-sample tests

are clearly more relevant for the investors.4 Employing both in-sample and out-of-sample tests

helps to establish the robustness of our results.

In our in-sample analysis, we first examine the predictive ability of using technical indicators

alone in a factor-augmented predictive regression framework. Then, we investigate whether the

technical indicators contain incremental predictive information beyond that of using CPt and LNt ,

the predictors of Cochrane and Piazzesi’s (2005) and Ludvigson and Ng’s (2009), respectively.

Our in-sample analysis shows that our set of technical indicators has strong predictive power.

For 2- to 5-year short-term government bonds, with data from January 1964 to December 2007,

both CPt and LNt present strong forecasting power, with the R2 range of 31–36% and 14–23%,

respectively. Consistent with the previous studies, the R2 of CPt falls to the range of 21–26% over

the longer January 1964 to December 2011 period, which includes the recent 2007–2009 financial

crisis and later periods. In contrast, the set of technical indicators consistently generates high R2

for both sample periods, with the values up to about 34%.

It is interesting to note that for 17- to 20-year long-term government bonds, the in-sample R2

of LNt diminishes significantly to about 5% over 1964:01 to 2007:12 period, but the R2 of CPt

is still higher than 27%. To our surprise, the set of technical indicators selected to predict the

short-term bond risk premium, have R2 of approximately 45% and 40% over the 1964:01–2007:12

and 1964:01–2011:12 periods, respectively, for all long-term maturities, which is much higher

than those of the short end of the term structure. When utilizing information from both technical

indicators and economic variables, the resulting forecasts perform the best, with R2s up to 50%

over the period 1964:01–2007:12, for both short- and long-term government bonds.

4See Lettau and Ludvigson (2009), e.g., for a review on in-sample versus out-of-sample asset return predictability.
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We study the out-of-sample predictive ability of technical indicators based on the Campbell

and Thompson’s (2008) out-of-sample R2 statistic, R2
OS, which measures the percentage reduction

in the mean squared predictive error. Following most out-of-sample studies, we transform the

technical factors into bond risk premia forecasts using a recursive predictive regression model, and

calculate R2
OS statistics for the out-of-sample predictive regression forecasts based on technical

indicator factors relative to historical average benchmark forecast. In the recursive procedure, at

any time t, we implement the predictive regressions with all predictors, such as technical indicator

factors, CPt , and LNt , using information available only up to t. This avoids the look-ahead bias or

the use of future information.

Out-of-sample results corroborate the in-sample results. As is the case for the equity market,

the bond market out-of-sample evidence is generally weaker than the in-sample results. For 2- to

5-year short-term government bonds, the forecasts based on CPt have R2
OSs up to 18% over the

1975:01–2007:12 out-of-sample evaluation periods. The R2
OSs of CPt further fall to about 3% over

the longer 1975:01–2011:12 period. In addition, LNt have R2
OSs of only 4.7%, 0.1%, −1.4% and

−4.2%, respectively, for maturities varying from 2 to 5 years. Similarly, the R2
OSs of the technical

indicators are lower than the corresponding in-sample ones. Nevertheless, technical indicators

perform quite well over both 1975:01–2007:12 and 1975:01–2011:12 out-of-sample periods, with

the R2
OS up to 26% and 22%, respectively. When all the predictors are combined, the R2

OSs improve

substantially to about 33% during 1975:01–2007:12. For long-term bonds, the same conclusion

is true qualitatively, with performance falling to the 20–24% range when we combine all of the

predictors.

Statistically, both the in- and out-of-sample evidence is of strong statistical significance. The

open question is whether the statistical significance is of economic value for the investor. To assess

the economic value of the out-of-sample bond risk premia forecasts, following Kandel and Stam-

baugh (1996) and Pástor and Stambaugh (2000) and many others, we examine the utility gains

from an asset allocation perspective. Specially, we consider an investor who optimally allocates

a portfolio between an n-year Treasury bond and one-year risk-free Treasury bill. To do so, we
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assume a mean-variance utility function for simplicity as in Campbell and Thompson (2008), a-

mong others. We calculate the average utility gain of the investor when he/she forms portfolios

using the out-of-sample excess bond return forecasts generated by some or all of the predictors

versus ignoring all the predictors. This methodology is similar to both the Zhu and Zhou (2009)

and Neely, Rapach, Tu and Zhou (2011) in the context of assessing the economic value of techni-

cal analysis. The utility gain can be interpreted as the portfolio management fee that the investor

would be willing to pay to have access to the predictive regression models. The use of a utility

function in calculating utility gain takes into account the role played by the investor’s risk aver-

sion. In doing so, our methodology addresses the criticism that many studies on the profitability of

technical indicators are ad hoc in nature.

Empirically, we find that, if the risk aversion coefficient is three, then the investor is willing to

pay an annualized portfolio management fee up to 2.77%, over the time period 1975:01−2007:12,

to have access to the 5-year government bond return forecast utilizing technical indicators. The fee

can be as high as 3.06% when utilizing information contained in all the technical and economic

predictors together. If the technical indicators were excluded, the fee drops to 0.69%. Over the

1975:01−2011:12 period, the fee for 5-year bond of utilizing all the predictors falls to 2%. In this

case, the importance of technical indicators becomes more apparent. Without them, the fee would

further drop to an economically undesirable level of −1.23%. For the 17- to 20-year long-term

government bonds, the economic values are relatively large, about 3% for the 1985:01−2007:12

and 1985:01−2011:12 periods.

The economic value assessment is important in understanding why the bond market is much

more predictable than the stock market in terms of R2 (e.g., Della Corte, Sarno, and Thornton,

2008; Thornton and Valente, 2012). In the stock market, as reported in a recent study by Neely,

Rapach, Tu and Zhou (2011), the maximum monthly out-of-sample R2
OS is 1.79%, and the maxi-

mum annual out-of-sample utility gain is 4.94%. Hence the bond market is about 10 times more

predictable than the stock market in terms of the out-of-sample R2
OS. But our economic value

assessment reveals that the bond market is not 10 times more profitable than the stock market,
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suggesting across the financial markets, the economic value of forecasting is likely to be capped

at similar levels. This could perhaps be due to arbitrage activities across various markets or inter-

market efficiency.

What are the theoretical insights for understanding the impressive predictive power of the tech-

nical predictors on the bond risk premia? In an economy when investors receive fundamental

information at different times or process information at different speeds, Treynor and Ferguson

(1985) show that technical analysis is valuable for assessing whether the information has incor-

porated into prices or not, and hence trading will be more profitable by combining fundamentals

with technicals than otherwise. When investors receive fundamental information at the same time,

but are heterogeneously informed, Brown and Jennings (1989) show that past price are valuable

to help the investors to make more precise inferences about their signals. Moreover, Grundy and

McNichols (1989) and Blume, Easley, and O’Hara (1995) demonstrate that, as long as traders trade

multiple rounds or they receive signals with differing quality, trading volume can provide useful

information beyond prices, providing a theoretical reason for us to the the volume-based indictors.

Recently, Cespa and Vives (2012) and Guo and Xia (2012) show that, in a market with liquidity

traders, prices can be different from fundamentals and technical analysis can help to capture the

price trends.

Intuitively, technical indicators capture information beyond that measured by the macroeco-

nomic variables. This is because the set of the macroeconomic variables that are used in many

studies are clearly not exhaustive, and they ignore important variables such as unexpected govern-

ment policy changes and large shocks in the world economy.5 But any persistent reaction of the

bond market to the latter variables will be captured by market technical indicators. Moreover, tech-

nical indicators may be able to predict anticipated future events. For example, on the recent Fed

QE3 on January 13, 2012, the long-term bond futures price dropped 6 days out of 7, with one day

virtually unchanged. The reason is that, as put forth by Aneiro in Barron’s, “Market had priced

in expectations of some form of a third round of quantitative easing ahead of the Fed’s policy-

5For example, Pástor and Veronesi (2012a, 2012b) point out that political news has important impact for asset
prices, and they find that uncertainty about political policy changes can raise the equity risk premia.
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committee meeting.”6 This example illustrates that technical indicators are forward looking and

may capture market expectations of future macroeconomic data or events. In contrast, macroeco-

nomic variables that are used in predictive regression studies emphasize more of the market impact

for their realized values.

The predictability of stock market trading volume based technical indicators is also potentially

related to the negative correlation between stock and bond returns during periods of high uncer-

tainty (e.g., Connolly, Stivers, and Sun, 2005; Beber, Brandt, and Kavajecz, 2009; Baele, Bekaert,

and Inghelbrecht, 2010), where bond returns tend to be high (low), relative to stock returns, during

days when stock trading volume and volatility increase (decrease) substantially. The negative stock

and bond return correlation is often ascribed as the “flight to quality” and/or “flight to liquidity”

effects, where a high degree of uncertainty induces investors to shift their portfolios from the risky

stock market towards safe and liquid government bonds, leading to negative stock and bond return

correlation. Theoretically, Vayanos (2004) show that risk averse investment managers prefer liq-

uid assets during volatile periods. Meanwhile, their risk aversion also increases, leading to higher

risk premiums and driving down the prices of risky assets. Caballero and Krishnamurthy (2008)

show that Knightian uncertainty may lead agents to shed risky assets in favor of safe assets when

aggregate liquidity is low thereby provoking a fight to quality. Brunnermeier and Pedersen (2009)

show that margin requirements can help cause a liquidity spiral following a large bad shock, where

liquidity deteriorates sharply for the high margin and volatile assets, leading to flight to quality or

liquidity.

From the perspective of economic theory, Wachter (2006) shows that Campbell and Cochrane’s

(1999) habit-formation model can be adapted to explain the time-varying bond risk premia. Brandt

and Wang (2003) argue that the bond risk premia are driven by inflation as well as by aggregate

consumption. Bansal and Shaliastovich (2010) provide an explanation on the predictability of bond

risk premia based on long-run risks. However, there are no models at present that can explain the

intriguing forecasting ability of technical indicators on the bond risk premia in the context of a

6See Michael Aneiro, “Current yields”, Barron’s, M12, September 17, 2012. It is of interest to note that the market
dropped further on the announcement day and the day after.
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term-structure model. Our empirical findings thus call for new theories that are able to incorporate

technical variables into agents’ information set as they do in practice.

The rest of the paper is organized as follows. Section II outlines the construction of technical

indicators, as well as the estimation and evaluation of the in-sample and out-of-sample bond risk

premia forecasts based on technical indicators. Section III reports the empirical results and Section

IV concludes.

II. Econometric Methodology

This section describes our econometric framework, which includes the construction of technical

indicators, as well as the estimation and evaluation of both in-sample and out-of-sample excess

bond return forecasts based on all the technical, financial and economic indicators.

A. Technical indicator construction

We follow Cochrane and Piazzesi (2005) for the notation of excess bond returns and yields. p(n)t

is the log price of n-year discount bond at time t. Then, the log yield of n-year discount bond at time

t is y(n)t ≡−1
n p(n)t . The n-year bond price at time t is f s(n)t ≡ f (n)t −y(1)t , where f (n)t ≡ p(n−1)

t − p(n)t

is the forward rate at time t for loans between time t + n− 1 and t + n. The excess log return on

n-year discount bond from time t to t +1 is rx(n)t+1 ≡ r(n)t+1− y(1)t , where r(n)t+1 ≡ p(n−1)
t+1 − p(n)t is the

log holding period return from buying an n-year bond at time t and selling it as an n−1 year bond

at time t +1. The average excess log return across maturity is defined as rxt+1 ≡ 1
4 ∑

5
n=2 rx(n)t+1.

Two groups of technical indicators are considered. The first one is a forward spread moving

average trading rule MA f s that generates a buy or sell signal (St = 1 or St = 0, respectively) at the
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end of period t by comparing two moving averages of n-year forward spreads:7

St =

 1 if MA f s,(n)
s,t > MA f s,(n)

l,t

0 if MA f s,(n)
s,t ≤MA f s,(n)

l,t

, (1)

with

MA f s,(n)
j,t = (1/ j)

j−1

∑
k=0

f s(n)t−k/12, for j = s, l, (2)

where f s(n)t−k/12 is the n-year forward spread at time t− k/12, and s (l) is the length of the short

(long) forward spread moving average (s < l).8 We denote the forward spread moving average rule

with maturity n and lengths s and l as MA f s,(n)(s, l). Intuitively, the MA f s rule is designed to detect

the changes in trends of the bond prices.9 For example, recently when the n-year forward rates

have been falling relative to the one-year bond yields, the short forward spread moving average

will tend to be lower than the long forward spread moving average and hence will generate a sell

signal. If the n-year forward rates begin trending upward relative to the one-year bond yields,

then the short moving average tends to increase faster than the long moving average, eventually

exceeding the long moving average and hence generating a buy signal. In Section III, we analyze

the monthly MA f s,(n)(s, l) rules with n = 2,3,4,5, s = 3,6,9 and l = 18,24,30,36.

Technical analysts frequently use volume data in conjunction with past prices to identify market

trends. In view of this, the second type of technical indicator for this study will be constructed

based on “on-balance” volume (e.g., Granville, 1963). Since bond trading volume data are not

available to us, we compute the volume indicator using stock market trading volume. Formally,

7Note that forward rate is the log-transformed bond price.
8The time indexation reflects the fact that, while the maturities of the Fama-Bliss discount bonds are from one year

to five years, our data are sampled at a monthly frequency. Following Cochrane and Piazzesi (2005), we set the unit
period to a year so that it matches the holding period of rx(2)t+1,..., rx(5)t+1. The monthly sampling interval is then denoted
as 1/12 of a year.

9Note that forward rates are transformed from log bond prices, thus the forward spread moving average technical
indicators are functions of bond prices. We can also construct trading rules using the lagged excess bond returns, we
leave these extensions for future research.
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we first define

OBVt =
12t−1

∑
k=0

VOLt−k/12Dt−k/12, (3)

where VOLt−k/12 is a measure of the stock market trading volume between period t− (k+1)/12

and t−k/12 and Dt−k/12 is a binary variable that takes a value of 1 if Pt−k/12−Pt−(k+1)/12 ≥ 0 and

−1 otherwise. We then form a trading volume-based buy or sell signal from OBVt as

St =

 1 if MAOBV
s,t ≤MAOBV

l,t

0 if MAOBV
s,t > MAOBV

l,t

, (4)

where

MAOBV
j,t = (1/ j)

j−1

∑
k=0

OBVt−k/12, for j = s, l. (5)

We denote the trading volume-based trading rule as MAOBV (s, l), where s (l) is the length of the

short (long) moving average of “on-balance” trading volume (s < l). Intuitively, relatively high

recent stock market volume together with recent stock price decrease indicates a strong negative

stock market trend, and hence generates a buy signal for bond market. The stock market trading

volume based technical indicator might be related to flight to quality or flight to liquidity. In a

situation with a high degree of uncertainty and risk aversion, bond returns tend to be higher rel-

ative to stock market returns and investors may shift their portfolios from a risky stock market

towards safer short-term government bonds (Connolly, Stivers, and Sun, 2005; Caballero and Kr-

ishnamurthy, 2008; Beber, Brandt, and Kavajecz, 2009; Brunnermeier and Pedersen, 2009; Baele,

Bekaert, and Inghelbrecht, 2010, among others). In Section III, we compute monthly MAOBV (s, l)

signals for s = 1,2,3 and l = 9,12,15,18,21.

The two types of technical indicators that we consider (bond price and trading volume-based)

conveniently capture the trend-following idea that is at the center of technical analysis. These

are representative of the technical indicators that are often analyzed in the academic literature

(e.g., Brock, Lakonishok, and LeBaron, 1992; Sullivan, Timmermann, and White, 1999). In this

paper, we study whether technical indicators provide useful information in forecasting excess bond
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returns. Furthermore, we also aim to assess whether technical indicators could enhance excess

bond return forecasts beyond those contained in economic predictors. To investigate the latter

question, we include Cochrane and Piazzesi (2005) forward rate factor CPt and Ludvigson and

Ng (2009) macroeconomic variable factor LNt as control variables. Cochrane and Piazzesi (2005)

find that the predictive power of a large number of financial indicators including forward rates and

yields spreads is subsumed by their single forward-rate factor. Ludvigson and Ng (2009) find that

their “real” and “inflation” factors have important predictive power for excess bond returns on U.S.

government bonds beyond the predictive power contained in forward rates and yield spreads.

B. In-sample forecast

We use the standard predictive regression framework to analyze the in-sample predictive power

of technical indicators for excess bond returns rx(n)t+1. However, analyzing the predictive power of

a large number of potential technical predictors raises an important forecasting issue. Including all

of the potential regressors simultaneously in a multiple regression model can produce a very good

in-sample fit, but typically make in-sample over-fitting a significant concern, and thus most likely

leads to very poor out-of-sample forecasting performance. To tractably incorporate information

from all of the technical indicators while avoiding over-fitting, we, following Ludvigson and Ng

(2007, 2009), use a principle component approach. Let xt = (x1,t , ...,xN,t)
′ denotes the N-vector of

potential technical predictors. Let f̂t = ( f̂1,t , ..., f̂J,t)
′ represents the vector comprised of the first

J principal components of xt , where J � N. The number of common factors, J, is determined

by the information criteria developed in Bai and Ng (2002). Intuitively, the principal components

conveniently detect the key comovements in xt , while filtering out much of the noise in individual

technical predictors (e.g., Connor and Korajczyk, 1986, 1988; Ludvigson and Ng, 2007, 2009,

2011).

Since the pervasive factors in f̂t may not be relevant in predicting excess bond returns rx(n)t+1,

following Ludvigson and Ng (2009), we select the preferred set of technical analysis PC factor

F̂t from the different subsets of f̂t using the Bayesian information criterion (BIC), which provides
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a way of selecting technical indicators factors with additional forecasting ability for excess bond

returns among the factors in f̂t .10 Specifically, we first form different subsets of f̂t . We then regress

rx(n)t+1 on this candidate subset and controlling economic predictors, and compute the corresponding

BIC for each candidate subset of factors. The preferred subset of technical indicators factors F̂t is

determined by minimizing the BIC.

We thus utilize the factor-augmented predictive regression to analyze the in-sample predictive

power of technical indictor PC factor F̂t for excess bond returns rx(n)t+1:

rx(n)t+1 = α +β
′F̂t + εt+1, for n = 2,3,4,5, (6)

which analyzes the unconditional predictive power of technical indicators for excess bond returns.

The null hypothesis is that β = 0, and the technical indicators have no unconditional predictive

ability for excess bond returns. The alternative hypothesis is that β 6= 0, and the technical indicators

are useful in predicting excess bond returns.

We are also interested in whether the technical indicators can be used in conjunction with

economic predictors to further improve excess bond returns predictability as compared to just using

economic predictors alone. To analyze the incremental predictive power of technical indicators,

we include an economic predictor Zt in the regression model as conditioning variable:

rx(n)t+1 = α +β
′F̂t +η

′Zt + εt+1, for n = 2,3,4,5, (7)

where Zt includes the Cochrane and Piazzesi (2005) forward rates factor CPt and Ludvigson and

Ng (2009) macroeconomic factor LNt , which subsume the forecasting information in economic

predictors including forward spreads, yield spreads, and a large number of macroeconomic vari-

ables. Thus (7) allows us to assess the incremental predictive power of technical indicators beyond

that of economic predictors. Under the null hypothesis, β is equal to zero, and the technical indi-

10BIC criterion is an asymptotic approximation to Bayesian posterior probabilities, and it asymptotically selects the
best model with the most parsimonious parameterization among nested models (Schwarz, 1978). Nevertheless, we
obtain similar results using alternative model selection criterion such as AIC.
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cators have no additional predictive power for excess bond returns once the economic predictors

are included in regression model. Under the alternative hypothesis, β is different from zero, and

the technical indicators are still useful in predicting excess bond returns even with the presence of

economic predictors.

In both (6) and (7), the standard errors of the regression coefficients are corrected for serial cor-

relation using Newey and West (1987) with 18 lags, which is necessary since the annual log excess

bond returns have an MA(12) error structure induced by overlapping observations. The Newey and

West (1987) covariance matrix is positive definite in any sample, however, it underweights higher

covariance. Following Cochrane and Piazzesi (2005) and Ludvigson and Ng (2009), we use 18

lags to better ensure the correction for the MA(12) error structure.

C. Out-of-sample forecast

Although in-sample analysis may have more testing power, Goyal and Welch (2008), among

others, argue that out-of-sample tests seem to be a more relevant standard for assessing genuine re-

turn predictability in real time in the context of stock market prediction. Therefore we also conduct

analysis on the out-of-sample predictive ability of technical indicators for the excess bond returns.

To avoid look-ahead bias and the use of future data, we generate out-of-sample forecasts of excess

bond returns using recursive predictive regression, with all factors, including technical indicator

factors F̃t , forward rate factor CPt , and macroeconomic factor LNt , and parameters estimated just

using information available up to the month of forecast formation, t.11

First, we generate an out-of-sample forecast of excess bond return rx(n)t+1 based on the technical

indicator factor F̃t , Equation (6), and information available through period t as

r̃x(n)t+1 = α̃t + β̃t
′
F̃t , (8)

11Note that, while the technical indicator factor F̂t used in the in-sample analysis is estimated using the full-sample
information, the out-of-sample technical indicator factor F̃t is estimated using information available through the current
time t.
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where α̃t and β̃t are least squares estimates of α and β in (6) by regressing {rx(n)t−k/12}
12(t−1)−1
k=0

on a constant and {F̃t−1−k/12}
12(t−1)−1
k=0 . For each forecast formation period t, we first estimate

the out-of-sample technical indicator PC factors { f̃t−k/12}12t−1
k=0 from a large number of potential

individual technical indicators {xt−k/12}12t−1
k=0 using information available through period t. Then,

the preferred subset of out-of-sample technical indicator factors {F̃t−k/12}12t−1
k=0 is selected from

different subsets of { f̃t−k/12}12t−1
k=0 using the BIC criterion. Dividing the total sample of length T

into m first period sub-sample and q second period sub-sample, where T = m+q, we can calculate

a series of out-of-sample principle component forecasts of rx(n)t+1 based on F̃t over the last q out-of-

sample evaluation periods: {r̃x(n)m+k/12}
12q
k=1.12

Second, to analyze whether including technical indicators with economic variables could fur-

ther improve the out-of-sample forecasting gains for excess bond returns, we generate an out-of-

sample forecast of excess bond return rx(n)t+1 based on both the technical indicator PC factor F̃t and

the economic predictor Zt , and information through forecast formation period t:

r̃x(n)t+1 = α̃t + β̃t
′
F̃t + η̃t

′Zt , (9)

where Zt includes the Cochrane and Piazzesi (2005) forward rates factor CPt or Ludvigson and Ng

(2009) macroeconomic factor LNt . α̃t , β̃t and η̃t are least squares estimates of α , β and η in (7)

from regressing {rx(n)t−k/12}
12(t−1)−1
k=0 on a constant, {F̃t−1−k/12}

12(t−1)−1
k=0 and {Zt−1−k/12}

12(t−1)−1
k=0 ,

respectively. We then can compute a series of conditional out-of-sample excess bond return fore-

casts based on F̃t and Zt over the last q out-of-sample evaluation periods: {r̃x(n)m+k/12}
12q
k=1. In

addition, to assess the incremental forecasting power of technical indicators over economic vari-

ables, we also generate out-of-sample forecasts utilizing the information in the economic predictor

12Observe that the forecasts are generated using a recursive (i.e., expanding) window for estimating αt , βt and
ηt in (8). Forecasts could also be generated using a rolling window (which drops earlier observations as additional
observations become available) in recognition of potential structural instability. Pesaran and Timmermann (2007) and
Clark and McCracken (2009), however, show that the optimal estimation window for a quadratic loss function can
include prebreak data due to the familiar bias-efficiency tradeoff. Moreover, we obtain similar results using rolling
estimation windows of various sizes.
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Zt alone:

r̃x(n)t+1 = α̃t + η̃t
′Zt , (10)

where α̃t and η̃t are least squares estimates based on information available through t.

The historical average of excess bond returns, rx(n)t+1 =
1

12t ∑
12t−1
k=0 rx(n)t−k/12, is the natural forecast

benchmark for (8), (9), and (10) corresponding to the the constant expected excess return model

(β = η = 0 in (6) and (7)). Goyal and Welch (2008) show that the historical average forecast is

a stringent benchmark in the stock market, and forecasts based on economic variables frequently

fail to outperform the historical average forecast in out-of-sample tests.

We use two metrics for evaluating the out-of-sample bond risk premia forecasts based on tech-

nical indicators or economic variables. The first is the Campbell and Thompson (2008) R2
OS s-

tatistic, which measures the reduction in mean square prediction error (MSPE) for a competing

predictive regression model which includes technical indicators or economic variables relative to

the historical average forecast benchmark,

R2
OS = 1−

∑
12q
k=1(rx(n)m+k/12− r̃x(n)m+k/12)

2

∑
12q
k=1(rx(n)m+k/12− rx(n)m+k/12)

2
, (11)

where rx(n)m+k/12 represents the excess log return on n-year government bond from time m−1+k/12

to m+ k/12, r̃x(n)m+k/12 represents a competing out-of-sample forecast for rx(n)m+k/12 based on tech-

nical indicators or economic variables, and rx(n)m+k/12 represents the historical average benchmark.

Thus, when R2
OS > 0, the competing forecast outperforms the historical average benchmark in ter-

m of MSPE. We also employ the Clark and West (2007) MSPE-adjusted statistic to test the null

hypothesis that the competing model MSPE is greater than or equal to the restricted predictive

benchmark MSPE, against the one-sided alternative hypothesis that the competing forecast has

lower MSPE, corresponding to H0: R2
OS ≤ 0 against HA : R2

OS > 0.13 Clark and West (2007) devel-

op the MSPE-adjusted statistic by modifying the familiar Diebold and Mariano (1995) and West

13The standard error in MSPE-adjusted statistic is adjusted for serial correlation using Newey and West (1987) with
18 lags.
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(1996) statistic so that it has a standard normal asymptotic distribution when comparing forecasts

from nested models.14 Comparing the competing predictive regression forecast with the historical

average benchmark entails comparing nested models.

R2 statistics are typically large for bond risk premia forecasts, but a relatively large R2 may

imply little economic significance for an investor (e.g., Della Corte, Sarno, and Thornton 2008;

Thornton and Valente, 2012). From an asset allocation perspective, however, utility gain itself

is the key economic metric. As a second metric for evaluating out-of-sample excess bond return

forecasts, we compute utility gains for a mean-variance investor who optimally allocates across

n-year Treasury bond rx(n)t+1 and 1-year risk-free bill, as in, among others, Kandel and Stambaugh

(1996), Marquering and Verbeek (2004), Campbell and Thompson (2008), Della Corte, Sarno,

and Thornton (2008), Neely, Rapach, Tu and Zhou (2011), and Thornton and Valente (2012). As

discussed in the introduction, this procedure addresses the weakness of many existing studies of

technical indicators that fail to incorporate the degree of risk aversion into the asset allocation

decision.

In particular, we compute the average utility for a mean-variance investor with risk aversion

coefficient of three. Every month, the investor allocates between n-year Treasury bond and 1-

year risk-free bill. The investment decision is based on using an out-of-sample excess bond return

forecast generated by a competing forecast model including technical indicators or economic vari-

ables as predictors versus a historical average forecast benchmark corresponding to the constant

expected excess bond return model. At the end of period t, the investor allocates

w̃(n)
t+1 =

1
γ

r̃x(n)t+1

σ̃2
n,t+1

(12)

of his wealth to an n-year Treasury bond during period t + 1, where γ is the coefficient of risk

14While the Diebold and Mariano (1995) and West (1996) statistic has a standard normal asymptotic distribution
when comparing forecasts from non-nested models, Clark and McCracken (2001) and McCracken (2007) show that it
has a complicated non-standard distribution when comparing forecasts from nested models. The non-standard distri-
bution can lead the Diebold and Mariano (1995) and West (1996) statistic to be severely undersized when comparing
forecasts from nested models, thereby substantially reducing power.

16



aversion, r̃x(n)t+1 is a competing out-of-sample forecast for excess n-year bond return based on tech-

nical indicators or economic variables, and σ̃2
n,t+1 is a forecast of the excess n-year bond return

variance. We assume that the investor uses a four-year moving window of past excess bond return-

s to estimate the variance (e.g., Campbell and Thompson, 2008). Following recent studies such

as Campbell and Thompson (2008) and Thornton and Valente (2012), we constrain the portfolio

weight on the n-year bond to lie between -1 and 4 to prevent extreme investments and limit the

impact of estimation error.15 The average utility for the investor who incorporates information

contained in technical indictors or economic variables into the predictive model of excess n-year

bond return is given by

ν̂
(n) = µ̂n−0.5γσ̂

2
n , (13)

where µ̂n and σ̂2
n are the sample mean and variance, respectively, for the the portfolio formed

on Equation (12) using the sequence of forecasts r̃x(n)t+1 over the last q out-of-sample evaluation

periods.

We then calculate the average utility for the same investor who instead uses the historical

average forecast to predict the excess n-year bond return. At the end of period t, the investor

allocates

w̄(n)
t+1 =

1
γ

rx(n)t+1

σ̃2
n,t+1

(14)

to the n-year Treasury bond during period t +1, where rx(n)t+1 is the historical average forecast for

rx(n)t+1. The investor then realizes an average utility of

ν̄
(n) = µ̄n−0.5γσ̄

2
n , (15)

during the out-of-sample evaluation period, where µ̄n and σ̄2
n are the sample mean and variance,

respectively, for the the portfolio formed on Equation (14) using the sequence of historical average

forecasts rx(n)t+1. The utility gain is the difference between (13) and (15), ν̂(n)− ν̄(n), which can be

15Our results are robust to alternative portfolio weight constraints. Utility gains could be even larger when moder-
ately relaxing the portfolio weight constraints.
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interpreted as the annual percentage portfolio management fee that an investor would be willing to

pay to have access to the bond risk premium forecast r̃x(n)t+1 using technical indicators or economic

variables relative to the historical average benchmark rx(n)t+1 corresponding to the constant expected

excess bond return model (no predictability).

III. Empirical Results

This section describes the data, and reports the in-sample test results and out-of-sample results

for the R2
OS statistics and average utility gains regarding forecasting excess bond returns using

technical indicators.

A. Data

We obtain the short-term zero coupon U.S. Treasury bond prices with maturities from one-

through five-years from Fama-Bliss dataset available at the Center for Research in Securities Prices

(CRSP) spanning the period 1964:01−2011:12. The long-term U.S. Treasury bond data with ma-

turities from seventeen- to twenty-years are from the Federal Reserve’s website, which provides

updated data from Gürkaynak, Sack, and Wright (2007) beginning in 1981:07.16 We compute the

yields, forward rates, forward spreads, and annual log excess bond returns at a monthly frequency

as described in Section II. The macroeconomic fundamental data are obtained from Sydney C.

Ludvigson’s web page and used in Ludvigson and Ng (2009, 2011).17 The macroeconomic dataset

includes 132 monthly macroeconomic time series over the period 1964:01−2007:12. We use the

monthly forward spreads when computing the forward spread moving average technical indicators

in Equation (1). In addition, we use monthly S&P 500 index and stock market trading volume data

from Google Finance to compute the trading volume-based technical indicators in Equation (4).

16The Gürkaynak, Sack, and Wright (2006) dataset is available at http://www.federalreserve.gov/pubs/feds/2006.
Note that the differences between Gürkaynak, Sack, and Wright (2006) and Fama-Bliss dataset are quite small on
most dates (e.g., Cochrane and Piazzesi, 2008).

17The data are available at http://www.econ.nyu.edu/user/ludvigsons/Data&ReplicationFiles.zip
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Table 1 reports summary statistics for the first three forward spread moving average techni-

cal indicator PC factors, f̂ f s
t , and trading volume technical indicator PC factors, f̂ OBV

t , which are

estimated from 48 forward spread moving average technical indicators MA f s and 15 trading vol-

ume technical indicators MAOBV , respectively.18 The number of factors is determined using the

information criterion developed by Bai and Ng (2002). These technical PC factors during peri-

od t are estimated using full sample of time-series information from 1964:01 to 2011:12. These

in-sample PC factors are used to test the in-sample predictive power of technical indicators. We

also conduct analysis on the out-of-sample predictive power of the technical indicators, in which

the out-of-sample PC factors f̃ f s
t and f̃ OBV

t are estimated recursively using data only available to

forecast formation period t, as described in Section II.

Column R2
i of Table 1 shows that a small number of technical PC factors describe a large

fraction of the total variation in the data.19 R2
i measures the relative importance of the ith PC

factor, which is calculated as the fraction of total variance in those technical indicators explained

by factors 1 to i.20 Column R2
i of Table 1, Panel f̂ f s

i,t shows that the first PC factor accounts for

68% of the total variation in the 48 MA f s technical indicators, and the first three PC factors further

increase the R2
i to 79%. Column R2

i of Table 1, Panel f̂ OBV
i,t presents that the first PC factor alone

explains up to 83% of the total variation in the 15 MAOBV technical indicators, and the first three

PC factors describe 93% of the total variation.

Column AR1i of Table 1 displays the first-order autoregressive coefficients of AR(1) model for

each factor. Significant differences in persistence are found among PC factors. The autoregressive

coefficients for forward spread moving average technical indicator PC factors f̂ f s
t are in the range

of 0.88–0.97, and trading volume-based technical indicator PC factors f̂ OBV
t have autoregressive

18An alternative set of technical PC factors can be estimated on the panel of 63 technical trading rules (pooling the
MA f s rules and MAOBV rules together). However, we do not report the results for this method since the results are
similar. In addition, the factors estimates from this method are often criticized for being difficult to interpret. Grouping
data into two groups based on trading rules to be moving-average or trading volume permits us to easily name and
interpret the factors.

19The first factor explains the largest fraction of the total variation in those technical indicators, and the ith factor
explains the ith largest fraction of the total variation. The total variation is defined as the sum of the variance of the
individual technical indicators. The PC factors are mutually orthogonal.

20R2
i is calculated by dividing the sum of the first i largest eigenvalues of the matrix xx′, the sample covariance

matrix of the technical indicators, to the sum of all eigenvalues.
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coefficients range of 0.01 to 0.93.21

Following Ludvigson and Ng (2009, 2011), we determine the preferred subset of technical

indicator factors from all of the possible combinations of the estimated technical PC factors us-

ing short-term government bonds and following the BIC criterion. With Cochrane and Piazzesi

(2005) factor CPt and Ludvigson and Ng (2009) factor LNt included as conditioning variables,

three technical indicator factors, F̂T I
t = (F̂ f s

1,t , F̂ f s
3,t , F̂OBV

1,t ), are selected based on full sample infor-

mation, where the two-factor subset F̂ f s
t = (F̂ f s

1,t , F̂ f s
3,t ) ⊂ f̂ f s

t and one-factor subset F̂OBV
t = F̂OBV

1,t

⊂ f̂ OBV
t .22 In unreported results, we show that F̂ f s

1,t is a “level” forward spread moving average

technical indicator factor with correlation of about 0.70 to 0.90 with the 48 individual forward

spread moving average technical indicators; F̂ f s
3,t is a “slope” forward spread moving average tech-

nical indicator factor, which is positively correlated with the individual forward spread moving

average technical indicators constructed on two- to four-year bonds but negatively correlated with

the individual technical indicators constructed on five-year bond; and F̂OBV
1,t is a “level” trading vol-

ume technical indicator factor with correlation of about 0.80 to 0.95 with the 15 individual trading

volume technical indicators.23

B. In-sample analysis

Table 2 reports regression slope coefficients, heteroskedasticity and serial correlation robust t-

statistics, and adjusted R2 for in-sample predictive regression of log excess returns of short-term n-

year government bonds, rx(n)t+1, with n= 2, ...,5 on lagged technical indicator factors over the period

1964:01−2007:12.24 To examine the incremental predictive power of technical indicator factors

beyond that contained in the financial and economic variables, we include CPt and LNt , which

are the Cochrane and Piazzesi (2005) factor and Ludvigson and Ng (2009) factor, respectively, as

21The relatively high persistence of technical indicator factors are consistent with trend following idea of technical
analysis, that are designed to detect the trending patterns in the market.

22The same set of three technical indicator factors will be selected when controlling for CPt and LNt over the
1964:01−2007:12 period or controlling for CPt alone over the 1964:01−2011:12 period.

23Note that the out-of-sample factors F̃ f s
t , F̃OBV

t,t , and F̃T I
t,t are determined recursively using data only available

through forecast formation period t.
24We find similar results for raw excess returns.
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conditioning variables. We also report in-sample forecasting results of using CPt or LNt alone as

forecast benchmark. Table 3 reports for the period of 1964:01−2011:12, which includes the recent

financial crisis period. Since the macroeconomic dataset of Ludvigson and Ng (2009) is only

available up to December 2007, we hence control for CPt alone over the longer sample period.

Following Cochrane and Piazzesi (2005) and Ludvigson and Ng (2009), the standard error of

the regression coefficients are corrected for serial correlation using the Newey and West (1987)

techniques with 18 lags. We use 18 lags because the annual log excess bond returns have an

MA(12) error structure that are induced by overlapping observations.

According to Row 1 of the top panel of Table 2, consistent with Cochrane and Piazzesi (2005),

the forward rate factor CPt generates huge in-sample forecasting power for excess returns on two-

year government bond, rx(2)t+1, over the 1964:01−2007:12 period, with adjusted R2 of 31%. In

addition, Row 2 of the top panel of Table 2 presents that the macroeconomic variable factor LNt

produces sizable in-sample adjusted R2 of 23% over the 1964:01−2007:12 period. In his web-

site, John Cochrane suggests that the predictive power of CPt seems to be weak during the recent

2007−2009 financial crisis. Consistent with his finding, Row 1 of the top panel of Table 3 shows

that the R2 of CPt is only of 21% over the 1964:01−2011:12 period.25

Next, Rows 3−5 of the top panel of Table 2 show that technical indicator factors have sizable

in-sample forecasting power over the 1964:01−2007:12 period, which is comparable to that of

economic variables CPt and LNt in term of R2. The two forward spread moving average technical

indicator factors, F̂ f s
t = (F̂ f s

1,t , F̂ f s
3,t ), explain 28% of the two-year excess bond return variation;

and both F̂ f s
1,t and F̂ f s

3,t , which are the first and third PC factors estimated from 48 forward spread

moving average trading signals, are statistically significant at the 1% or better level. In addition,

the trading volume technical indicator factor, F̂OBV
t = F̂OBV

1,t , produces adjusted R2 of 10%, with

statistical significance at 5% level for F̂OBV
1,t , the first PC factor estimated from 15 trading volume

technical indicators. Row 5 of Table 2 further shows that F̂T I
t , which combines information from

F̂ f s
t and F̂OBV

t together, generates highest adjusted R2 of 32%, with all technical factors statistically

25Recent studies such as Duffee (2012) and Thornton and Valente (2012) also find similar results.
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significant at the conventional level.26

Rows 2−4 of the top panel of Table 3 report the in-sample forecasting results of technical

indicator factors for rx(2)t+1 over the 1964:01−2011:12 period. In contrast to CPt , for this longer

sample period, technical indicator factors generate consistently strong forecasting power with R2

of 30%; all of the three technical indicator factors are statistically significant at conventional level.

When utilizing information in technical indicator factor F̂T I
t and economic variables CPt and

LNt together, the predictive regression forecasts perform the best. The forecasts remarkably out-

perform the corresponding forecasts based on economic variables or technical indicators alone,

and generate the highest in-sample R2 of 47% during 1964:01−2007:12 period, as shown in Row

6 of Panel rx(2)t+1 of Table 2. All three technical indicator factors are statistically significant at rea-

sonable level. For the 1964:01−2011:12 sample period, the same conclusion holds qualitatively.

For example, Row 5 of Panel rx(2)t+1 of Table 3 shows that forecasts based on F̂T I
t and CPt together

outperform the forecasts based on either alone, too. Following Ludvigson and Ng (2009), we find

that all three technical indicator factors are relatively economically important by inspecting the

absolute value of regression coefficients. In summary, our findings suggest that technical indica-

tors contain additional forecasting information beyond that contained in forward rates, yields, and

macroeconomic variables.

The remaining three panels of Tables 2 and 3 show that both the forward spread moving

average-based and trading volume-based technical indicator factors have strong in-sample fore-

casting power for excess returns on shot-term government bonds with maturities of three, four,

and five years over both the 1964:01−2007:12 and 1964:01−2011:12 sample periods. The three

technical indicator factors in F̂T I
t generate high R2 up to 34%. Moreover, the predictive power

of technical indicators remains significant for each short-term government bond in the presence

of economic predictors CPt and LNt . For example, in Table 2, combining the technical indicator

factor F̂T I
t with CPt and LNt will increase the R2 to 47% for the five-year bond excess returns. In

summary, our results show that both the technical indicators and economic variables contain sig-

26Following Cochrane and Piazzesi (2005), we find that a single-factor predictor which is a single linear combination
of the three technical indicator factors in F̂T I

t contains almost the same predictive power.
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nificant forecasting information for excess returns of short-term government bonds. Hence, fixed

income investors should use both technical indicators and economic variables together in forecast-

ing excess returns on short-term government bonds.

As discussed earlier, most of the current literature on bond risk premia predictability focus

on short-term government bonds with maturities of 2 to 5 years. Complimenting earlier studies

like Cochrane and Piazzesi (2005) and Ludvigson and Ng (2009), this paper also studies the pre-

dictability of excess returns on long-term government bonds. Tables 3 and 4 summarizes the results

for the sample period from 1981:07 to 2007:12 and 1981:07 to 2011:12, respectively. The sample

is relatively shorter due to data availability.

Table 4 shows that CPt generates a sizable R2 of 27–28% for excess returns on long-term gov-

ernment bonds with maturities ranging from 17 to 20 years over 1981:07–2007:12 period.27 Again,

in Table 5, the R2 of CPt reduce to 19–20% over the longer period 1981:07–2011:12, confirming

the deterioration of predictability of CPt during the recent financial crisis period. Nonetheless, with

results reported earlier, it can be seen that CPt contains large forecasting power for both short-term

and long-term government bonds.

Strikingly, the predictability of LNt diminishes sharply for long-term government bonds. Ac-

cording to Rows 2 of Table 4, the R2 of LNt reduces to about only 5% for the 17- to 20-year

long maturity government bonds, and none of the macroeconomic factors in LNt is statistically

significant over 1981:07–2007:12 period. The R2s are significantly smaller than the corresponding

ones for the sample of short-term government bonds reported in Table 2. This finding suggests

that while LNt is useful in forecasting short-term government bonds, it has little predictability for

excess returns on long-term government bonds.

However, the selected technical indicators factor F̂T I
t to best predict the short-term bond risk

premium, has a much higher R2 when we apply it to the long-term government bond sample.28 We

27Due to space constraint, we only reports results for 17- to 20-year long-term government bonds. In unreported
results, we find that the predictability of middle-term bonds like 10-year bond is in the middle of that of short-term
and long-term government bonds.

28Note that, similar to CPt , our forward spread technical indicators are based on short-term bond prices due to data
availability. However, adding technical indicators based on long-term bond prices generates the similar results in
predicting long-term bond risk premia.
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document a high R2 value of 45% for all the long-term maturities over 1981:07–2007:12 period

(see Rows 5 of Table 4). Hence, to predict long-term bond risk premia, F̂T I
t is substantially more

powerful than economic variables such as CPt and LNt . In addition, the predictability of F̂T I
t

remains strong over the longer period 1981:07–2011:12, with sizable R2 of 40%, as reported in

Rows 4 of Table 5.

Again, when we combine information in F̂T I
t , CPt , and LNt together, the predictive regression

models perform the best in predicting excess long-term bond returns. But, the improvement in

forecasting power is less salient than that for short-term government bonds, with the R2 of about

48% and 42% over the 1981:07–2007:12 and 1981:07–2011:12 periods, respectively. F̂T I
t thus

plays a much bigger role relative to CPt and LNt in predicting long-term government bonds. It

is interesting to note that, of the three technical indicator factors in F̂T I
t , the two forward spread

moving average technical indicator factors, F̂ f s
1,t and F̂ f s

3,t , are particularly useful. Regression coef-

ficients on these two factors are economically large in absolute value, and statistically significant

at about 1% level for all the long-term government bonds.

C. R2
OS statistics

Tables 6 and 7 reports the Campbell and Thompson (2008) out-of-sample R2
OS statistics for out-

of-sample excess return forecasts on 2- to 5-year short-term government bonds over the 1975:01–

2007:12 and 1975:01–2011:12 evaluation periods, respectively. R2
OS statistics measure the reduc-

tion in mean square prediction error (MSPE) for the excess bond return forecasts based on technical

indicators and economic variables relative to the historical average benchmark forecast. We use

the 1964:01−1974:01 as the initial in-sample period when forming the first out-of-sample forecast

of excess log annual bond return for 1975:01. Forming forecasts in this manner simulates the sit-

uation of an investor in real time. We assess the statistical significance of R2
OS using the Clark and

West (2007) MSPE-adjusted statistic.

Recall that our technical indicator factors F̃ f s
t and F̃OBV

t are determined recursively from PC

factors estimated from 48 forward spread moving average technical indicators and 15 trading vol-
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ume technical indicators according to the BIC criterion, respectively; F̃T I
t = (F̃ f s

t , F̃OBV
t ) includes

information from both the forward spread and trading volume technical indicators. To assess the

additional forecasting power of technical indicators, we also generate out-of-sample forecasts with

economic variables CPt and LNt , where CPt and LNt are estimated recursively as well. All regres-

sion parameters in the predictive regression models are also estimated recursively using only the

information available through period of forecast formation t.

The third column of Table 6 shows that CPt produces large positive R2
OS statistics relative to the

historical average benchmark for excess returns on the 2- to 5-year short-term government bonds

over the 1975:01–2007:12 evaluation period. Similar to the previous literature, R2
OS statistics are

generally smaller than the in-sample ones. However, all of the R2
OS are still non-trivial economical-

ly, in the range of 15.2–17.9%, and statistically significant at 5% level. In contrast, LNt generates

sharply smaller R2
OS statistics over the same evaluation period. They are 4.7%, 0.1%, -1.4%, and

-4.2% for two- to five-year government bonds, respectively (see the fifth column of Table 6). Only

the one for the two-year bond is economically large (4.7%) and statistically significant.

The second column of Table 7 provides out-of-sample evidence on the deterioration of the pre-

dictability of CPt over the recent sample period. Consistent with our in-sample findings, although

CPt is still a significant out-of-sample predictor over the longer 1975:01–2011:12 evaluation peri-

od, the R2
OS is sharply reduced to the range of 2.3–3.8% for 2- to 5-year government bonds.

Turning to technical indicators, F̃T I
t and its two constituting components F̃ f s

t and F̃OBV
t con-

sistently produce large positive out-of-sample forecasting gains for 2- to 5-year short-term gov-

ernment bond excess returns rx(n)t+1. Over the 1975:01–2007:12 evaluation period, the R2
OS of F̃ f s

t

improve monotonically from 22.9% to 25.2% in the second column of Panel A of Table 6, as bond

maturities increase from 2 years to 5 years. F̃OBV
t also produces positive R2

OS for short-term gov-

ernment bonds in the second column of Panel B of Table 6, ranging from 5.1% (n = 5) to 7.9%

(n = 2). The second column of Panel C of Table 6 shows that F̃T I
t can further improve forecasts

based on F̃ f s
t or F̃OBV

t alone; the R2
OS statistics are about 26% for 2- to 5-year government bonds,

and all of them are statistically significant at the 1% level.
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More importantly, in contrast to CPt , the out-of-sample predictability of technical indicator

factors F̃T I
t , F̃ f s

t , and F̃OBV
t remains economically and statistically significant for 2- to 5-year short-

term government bonds over the longer 1975:01–2011:12 evaluation period. For example, F̃T I
t

produces sizable R2
OS up to 22.3% in the seventh column of Table 7, with statistical significance

at 1% level. These findings suggest that technical indicators contains significant out-of-sample

forecasting power, which can perform even better than economic variables in forecasting short-

term government bond risk premia.

Previous studies such as Neely, Rapach, Tu and Zhou (2011) show that equity risk premium

forecasts utilizing information from both technical indicators and economic variables substantially

improve forecasting performance relative to just using economic variables alone. We show that the

results of short-term government bonds are similar to those of the equity market; short-term bond

risk premia forecasts combining technical indicators such as F̃T I
t , F̃ f s

t and F̃OBV
t with economic

variables like CPt and LNt can almost always outperform forecasts based on economic variables

alone. For example, over the 1975:01–2007:12 out-of-sample evaluation period, forecasts based

on the combination of F̃T I
t , CPt and LNt perform the best and sharply improve the R2

OS to the range

of 30.7–33.2% for 2- to 5-year government bonds in the last column of Panel C of Table 6, which is

about two times larger than the corresponding R2
OS range based on CPt and LNt alone in the seventh

column of Panel C. The last column of Table 7 shows that, over the 1975:01–2011:12 period, the

R2
OS statistics of adding F̃T I

t with CPt are about 10% lower than the corresponding values over the

1975:01–2007:12 period, ranging from 19.8% to 21.3%. Nevertheless, the technical indicators are

still very important. Without them, the R2
OS for 2- to 5-year government bonds would drop to an

economically low range of 2.3–3.8% (see the first column of Table 7).

Next, we examine the out-of-sample predictability of excess returns on long-term government

bonds with maturities from 17 to 20 years.29 Tables 8 and 9 report the R2
OS statistics of long-term

government bonds over the 1985:01–2007:12 and 1985:01–2011:12 evaluation periods, respective-

ly. Data availability limits the starting date for the 17- to 20-year government bonds to 1981:07, as

29Note that out-of-sample forecasting results for mid-term government bonds are in the middle of short-term and
long-term government bonds.
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such, we use the 1981:07−1984:01 as the initial in-sample period to forecast the log annual excess

return for 1985:01.

The third column of Tables 8 shows that CPt has R2
OS of about 24% for 17- to 20-year long-term

government bonds over the 1985:01–2007:12 period. All the R2
OS are economically large and sta-

tistically significant at 1% level. More importantly, different from short-term government bonds,

CPt remains useful for long-term government bonds over the longer 1985:01–2011:12 period in

the second column of Tables 9, with R2
OS ranging from 13.1–15.1%. Hence, while CPt’s forecast-

ing power for short-term government bonds has diminished during the recent sample periods, its

forecasting power for long-term bonds is much higher and robust to including the recent sample

periods.

The fifth column of Table 8 shows that LNt has poor forecasting performance for 17- to 20-year

government bonds.30 All the R2
OS statistics are negative with large absolute values, indicating the

historical average sharply outperforms LNt in forecasting long-term government bonds in terms of

MSPE.

Consistent with the in-sample results reported earlier, the second column of Table 8, Panel A

shows that F̃ f s
t has strong forecasting power for long-term government bonds over the 1985:01–

2007:12 period in term of R2
OS.31 The R2

OS statistics are in the range of 39.4% to 44.0% for 17- to

20-year government bonds, remarkably larger than the 25.6–33.9% range for 2- to 5-year govern-

ment bonds. In addition, the out-of-sample forecasting power of F̃ f s
t is robust for including recent

sample periods. The third column of Table 9 shows that F̃ f s
t generates R2

OS up to 37.5% for 17-

to 20-year government bonds over the 1985:01–2011:12 period. Despite the positive forecasting

gains of F̃OBV
t for short-term government bonds, it fails to beat the historical average in predicting

long-term government bond returns. Nevertheless, F̃T I
t , which incorporates information in both

F̃ f s
t and F̃OBV

t , consistently produces large positive R2
OS of about 20% for long-term government

bonds during both sample periods.

30The Ludvigson and Ng (2009) macroeconomic factors for long-term bonds are determined recursively based on
the information available through period of forecast formation t according to the BIC criterion.

31Note that we use the model F̃ f s
t that produces the best prediction for the short-term government bonds sample on

the long term government bonds sample.
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Tables 8 and 9 also show that 17- to 20-year government bond return forecasts combining

F̃T I
t together with CPt and LNt almost always substantially outperform the corresponding forecasts

based on CPt and LNt alone. The improvement can be even larger when combining F̃ f s
t rather than

F̃T I
t with the economic variables, indicating that technical indicators provide substantial additional

forecasting information for long-term government bonds.

D. Asset Allocation

Table 10 reports the economic value of various bond risk premia forecasts for a mean-variance

investor with risk aversion coefficient of three. We assume that the investor optimally allocates a

portfolio between one-year risk-free Treasury bill and n-year Treasury bond using out-of-sample

n-year simple excess bond return forecasts generated from part or all of the technical indicator

factor F̃T I
t and economic variables CPt and LNt . Panels A and B report the average utility gains, in

annualized percent, for the portfolios constructed with various forecasting models on 2- to 5-year

short-term government bonds over the 1975:01−2007:12 and 1975:01−2011:12 out-of-sample e-

valuation periods, respectively; Panels C and D report the utility gains for the portfolios constructed

on 17- to 20-year long-term government bonds over the 1985:01−2007:12 and 1985:01−2011:12

periods, respectively. The average utility gain is the portfolio management fee that an investor

would be willing to pay to have access to the bond risk premia forecast vis-á-vis the historical

average forecast benchmark which ignores the predictability in bond risk premia.

Recent studies like Thornton and Valente (2012) suggest that while CPt generates huge R2,

it can be of little economic value for the investor. Reminiscent of Thornton and Valente (2012),

CPt displays very limited economic value for 2- to 5-year short-term government bonds in the

third column of Panels A and B. Although CPt produces positive utility gains for all the four

short-term government bonds over the period 1975:01−2007:12, none of which is economically

meaningful, with the maximum of 0.45% per annum only. The performance of portfolios formed

on CPt becomes negative over the longer 1975:01−2011:12 period, with the utility gains ranging

from −0.37% to −1.23% per annum. Therefore, a simple short-term government bond portfolio
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strategy based on the historical average forecast can outperform portfolios constructed on CPt over

the 1975:01−2011:12 period. In addition, according to the fifth column of Panel A, all the four

utility gains of LNt are negative over 1975:01−2007:12; LNt thus also fails to generate positive

economic value for short-term government bonds.

The second column of Panels A and B elucidates that, for short-term government bonds, the

economic value of F̃T I
t is substantially higher than that obtained using CPt and LNt . Over the

1975:01−2007:12 period, the annualized utility gains of F̃T I
t increase monotonically from 0.71%

for 2-year government bond to 2.77% for 5-year government bond. The implication is that the

investor would be willing to pay an annual management fee more than 2.5% to have access to

the excess bond return forecasts generated from F̃T I
t . It is interesting to note that the utility gains

of F̃T I
t remain positive and economically large over the longer 1975:01−2011:12 period, during

which CPt underperforms the historical average benchmark. Overall, technical indicators seem

to perform better than economic variables in forecasting short-term government bonds under the

more realistic asset allocation approach.

We then study the economic gains to using information in technical indicators and economic

variables in conjunction in forecasting short-term government bonds. A forecasting model based

on CPt , LNt , and F̃T I
t generates utility gains up to 3.06% per annum for short-term government

bonds in the eighth column of Panel A, which easily exceed all the corresponding utility gains

based on CPt and LNt in the seventh column of Panels A and B over the 1975:01−2007:12 sample

period. The fourth (sixth) column of Panels A and B further shows that adding F̃T I
t with CPt

(LNt) always generates remarkably higher utility gains than forecasts based on CPt (LNt) alone

in the third (fifth) column. For example, over the 1975:01−2011:12 sample period, although

CPt has negative utility gains for 2- to 5-year short-term government bonds, all the utility gains

of combining F̃T I
t with CPt are positive, reaching a maximum of 1.95% per annum. The asset

allocation results thus confirm the previous forecasting results based on in- and out-of-sample R2:

technical indicators capture additional information relevant for forecasting the short-term bond risk

premia.
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Next, we focus on the utility gains on long-term government bonds in Panels C and D of Table

10. The third column of Panel C shows that CPt has economically large utility gains up to 2.83%

per annum for 17- to 20-year long-term government bonds over the 1985:01−2007:12 period. The

gains again fall sharply to the range of 0.38–0.54% per annum over the longer 1985:01−2011:12

period in the third column of Panel D. In contrast, all the utility gains of LNt are negative for 17-

to 20-year government bonds.

The second column of Panel C presents that the utility gains of F̃T I
t range from 2.07% to 3.73%

per annum for 17- to 20-year long-term government bonds over the 1985:01−2007:12 period.

F̃T I
t also produces high utility gains up to 2.81% per annum over the 1985:01−2011:12 period in

second column of Panel D. These findings indicate that F̃T I
t is at least as useful as CPt in forecasting

long-term government bonds. In addition, the utility gains of combining F̃T I
t with CPt or LNt are

almost always higher than those based on CPt or LNt alone in Panels C and D, which demonstrates

the incremental economic value of technical indicators in forecasting long-term government bond

premia relative to economic variables.

Overall, Table 10 shows that, while CPt generates fairly sizable economic value over sample pe-

riod up to 2007:12, particularly for long-term government bonds, its performance falls remarkably

over the extended sample period to 2011:12; LNt always fails to produce any economic value for

either short- or long-term government bonds. In contrast, technical indicator factor F̃T I
t displays

consistently large economic value for both short- and long-term bonds and over various sample

sample periods. In addition, forecasts adding F̃T I
t with economic variables CPt and LNt almost

always generate higher utility gains than forecasts based on economic variables alone.

IV. Conclusion

In this paper, we study the predictability of technical indicators for U.S. government bond risk

premia, filling a gap in the literature that largely ignores this important piece of information that

is widely employed by traders and investors. We find that technical indicators have economically
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and statistically significant forecasting power both in- and out-of-sample, and for both short- and

long-term government bonds. The novelty of our results is that we show technical indicators are

more useful than economic variables that are used in many of the recent academic studies on

excess bond return predictability. Moreover, a forecasting model that combines information in

technical indicators together with economic variables substantially outperforms forecasts based on

models using economic variables only. From an asset allocation perspective, our results show that

forecasts using all the information consistently generate sizable economic gains. Our findings are

robust for short- and long-term bonds over different sample periods. Whereas forecasts based on

purely economic variables alone invariably deliver lower economic values or even losses.

In addition, this paper contributes to the understanding of the puzzle that the bond market can

be much more predictable than the stock market in term of R2. Our results show that while the bond

market is about 10 times more predictable than the stock market in terms of out-of-sample R2, the

economic value accruing to bond market predictability is not 10 times more profitable than the

stock market, but rather close. This suggests that across the various financial markets, economic

value of forecasting is likely to be the same due to cross market arbitrage or intermarket efficiency.

Many recent studies such as Dai and Singleton (2002), Duffee (2002, 2006, 2011), Ang and

Piazzesi (2003), Diebold and Li (2006), Diebold, Rudebusch, and Aruoba (2006), Moench (2008),

Joslin, Priebsch, and Singleton (2010), Joslin, Singleton, and Zhu (2011), and Wright (2011), a-

mong others, incorporate economic variables into term structure modelling. The main contribution

of these models is that they help shed insights on the predictability of the economic variables in

the bond market. However, none of the models take into account the relevant information in tech-

nical indicators that are widely watched and used by traders and investors. Hence, a challenge to

financial economists is to develop theories that will incorporate both fundamental and technical

indicators in term-structure models of bond pricing.
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TABLE 1
Summary Statistics for PC Factors f̂t

This table reports the summary statistics for the first three technical indicator PC factors f̂ f s
i,t and f̂ OBV

i,t ,
which are estimated from 48 forward spread moving average technical indicators MA f s and 15 trading
volume technical indicators MAOBV , respectively, using full sample of time-series information from 1964:01
to 2011:12. The first factor explains the largest fraction of the total variation in the technical indicators,
where the total variation is defined as the sum of the variance of the individual technical indicators. And
the ith factor explains the ith largest fraction of the total variation. The PC factors are mutually orthogonal.
The number of factors is determined by the information criterion developed by Bai and Ng (2002). Column
R2

i shows the relative importance of the technical PC factor i, calculated by dividing the sum of the first i
largest eigenvalues of the sample covariance matrix of the technical indicators to the sum of all eigenvalues.
Column AR1i reports the first-order autocorrelation coefficients for technical PC factor i.

f̂ f s
i,t f̂ OBV

i,t

i R2
i AR1i R2

i AR1i

1 0.68 0.97 0.83 0.93

2 0.74 0.89 0.89 0.63

3 0.79 0.88 0.93 0.01
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TABLE 2
In-sample Forecasting Results for Short-term Treasury Bonds, 1964:01−2007:12

This table reports the regression coefficients, heteroskedasticity and serial correlation robust t-statistics, and adjusted
R2 for in-sample predictive regression of log excess bond returns on the n-year short-term Treasury bond for
n = 2, ...,5 over the period 1964:01−2007:12. The dependent variable rx(n)t+1 is the log excess bond returns on the
n-year Treasury bond. Forward spread moving average technical indicator factor F̂ f s

1,t and F̂ f s
3,t , and trading volume

technical indicator factor F̂OBV
1,t are selected from PC factors estimated from 48 MA f s trading rules based on the

moving averages of two- to five-year forward spreads and 15 MAOBV trading rules based on on-balance trading
volume of stock market according to short-term government bonds and BIC criterion, respectively. Cochrane and
Piazzesi (2005) forward rate factor CPt , which is a linear combination of five forward rates, and Ludvigson and Ng
(2009) macroeconomic variable factor LNt , which is five PC factors estimated from a large panel of macroeconomic
variables, are also included as control variables. Below each regression coefficient, Newey and West (1987) corrected
t-statistics with 18 month lags are reported in parenthesis. A constant is always included in the regression specification
though not reported in the table.

F̂ f s
1,t F̂ f s

3,t F̂OBV
1,t CPt LNt R2

rx(2)t+1 (1) Yes 0.31

(2) Yes 0.23
(3) 1.09 0.62 0.28

(4.84) (3.89)
(4) 1.20 0.10

(2.46)
(5) 1.02 0.54 0.81 0.32

(4.26) (3.88) (1.89)
(6) 0.27 0.21 0.69 Yes Yes 0.49

(1.67) (2.07) (1.78)

rx(3)t+1 (1) Yes 0.33

(2) Yes 0.19
(3) 1.97 1.21 0.29

(4.70) (4.42)
(4) 2.12 0.10

(2.33)
(5) 1.85 1.07 1.37 0.33

(4.27) (4.39) (1.75)
(6) 0.55 0.46 1.22 Yes Yes 0.49

(1.81) (2.47) (1.69)

rx(4)t+1 (1) Yes 0.36

(2) Yes 0.16
(3) 2.74 1.79 0.32

(4.72) (4.75)
(4) 2.78 0.09

(2.30)
(5) 2.59 1.63 1.68 0.34

(4.35) (4.64) (1.68)
(6) 0.82 0.73 1.52 Yes Yes 0.50

(1.85) (2.82) (1.64)

rx(5)t+1 (1) Yes 0.33

(2) Yes 0.14
(3) 3.44 2.15 0.32

(5.01) (4.73)
(4) 3.21 0.08

(2.19)
(5) 3.28 1.97 1.85 0.34

(4.66) (4.62) (1.56)
(6) 1.37 0.99 1.72 Yes Yes 0.47

(2.43) (2.99) (1.52)
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TABLE 3
In-sample Forecasting Results for Short-term Treasury Bonds, 1964:01−2011:12

This table reports the regression coefficients, heteroskedasticity and serial correlation robust t-statistics, and adjusted
R2 for in-sample predictive regression of log excess bond returns on the n-year short-term Treasury bond for
n = 2, ...,5 over the period 1964:01−2011:12. The dependent variable rx(n)t+1 is the log excess bond returns on the
n-year Treasury bond. Forward spread moving average technical indicator factor F̂ f s

1,t and F̂ f s
3,t , and trading volume

technical indicator factor F̂OBV
1,t are selected from PC factors estimated from 48 MA f s trading rules based on the

moving averages of two- to five-year forward spreads and 15 MAOBV trading rules based on on-balance trading
volume of stock market according to short-term government bonds and BIC criterion, respectively. Cochrane and
Piazzesi (2005) forward rate factor CPt , which is a linear combination of five forward rates, is also included as a
control variable. Below each regression coefficient, Newey and West (1987) corrected t-statistics with 18 month lags
are reported in parenthesis. A constant is always included in the regression specification though not reported in the
table.

F̂ f s
1,t F̂ f s

3,t F̂OBV
1,t CPt R2

rx(2)t+1 (1) Yes 0.21

(2) 1.06 0.58 0.26
(4.94) (4.06)

(3) 1.09 0.09
(2.46)

(4) 0.98 0.53 0.70 0.30
(4.18) (4.14) (1.79)

(5) 0.62 0.36 0.79 Yes 0.35
(2.88) (3.21) (2.01)

rx(3)t+1 (1) Yes 0.22

(2) 1.97 1.13 0.28
(4.88) (4.46)

(3) 1.89 0.08
(2.29)

(4) 1.82 1.04 1.16 0.31
(4.29) (4.49) (1.73)

(5) 1.12 0.72 1.33 Yes 0.36
(2.89) (3.70) (1.86)

rx(4)t+1 (1) Yes 0.26

(2) 2.75 1.67 0.29
(4.96) (4.70)

(3) 2.42 0.07
(2.18)

(4) 2.58 1.56 1.35 0.32
(4.47) (4.66) (1.65)

(5) 1.50 1.06 1.61 Yes 0.38
(2.73) (4.03) (1.75)

rx(5)t+1 (1) Yes 0.24

(2) 3.49 2.01 0.30
(5.30) (4.62)

(3) 2.77 0.06
(2.06)

(4) 3.31 1.89 1.43 0.32
(4.85) (4.59) (1.60)

(5) 2.16 1.36 1.71 Yes 0.36
(3.24) (4.02) (1.66)
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TABLE 4
In-sample Forecasting Results for Long-term Treasury Bonds, 1981:07−2007:12

This table reports the regression coefficients, heteroskedasticity and serial correlation robust t-statistics, and adjusted
R2 for in-sample predictive regression of log excess bond returns on the n-year long-term Treasury bond for
n = 17, ...,20 over the period 1981:07−2007:12. The dependent variable rx(n)t+1 is the log excess bond returns on the
n-year Treasury bond. Forward spread moving average technical indicator factor F̂ f s

1,t and F̂ f s
3,t , and trading volume

technical indicator factor F̂OBV
1,t are selected from PC factors estimated from 48 MA f s trading rules based on the

moving averages of two- to five-year forward spreads and 15 MAOBV trading rules based on on-balance trading
volume of stock market according to short-term government bonds and BIC criterion, respectively. Cochrane and
Piazzesi (2005) forward rate factor CPt , which is a linear combination of five forward rates, and Ludvigson and Ng
(2009) macroeconomic variable factor LNt , which is five PC factors estimated from a large panel of macroeconomic
variables, are also included as control variables. Below each regression coefficient, Newey and West (1987) corrected
t-statistics with 18 month lags are reported in parenthesis. A constant is always included in the regression specification
though not reported in the table.

F̂ f s
1,t F̂ f s

3,t F̂OBV
1,t CPt LNt R2

rx(17)
t+1 (1) Yes 0.27

(2) Yes 0.05
(3) 9.27 9.68 0.45

(3.55) (5.69)
(4) 10.08 0.08

(2.09)
(5) 9.01 9.51 1.32 0.45

(2.91) (5.55) (0.38)
(6) 6.88 8.19 2.03 Yes Yes 0.47

(2.04) (4.76) (0.85)

rx(18)
t+1 (1) Yes 0.27

(2) Yes 0.05
(3) 9.65 10.26 0.45

(3.56) (5.59)
(4) 10.17 0.07

(2.01)
(5) 9.48 10.15 0.88 0.46

(2.95) (5.45) (0.25)
(6) 7.30 8.77 1.57 Yes Yes 0.47

(2.09) (4.74) (0.62)

rx(19)
t+1 (1) Yes 0.27

(2) Yes 0.05
(3) 10.01 10.84 0.45

(3.57) (5.47)
(4) 10.20 0.07

(1.93)
(5) 9.94 10.79 0.38 0.46

(3.00) (5.32) (0.10)
(6) 7.70 9.34 1.05 Yes Yes 0.48

(2.15) (4.71) (0.40)

rx(20)
t+1 (1) Yes 0.28

(2) Yes 0.05
(3) 10.35 11.41 0.46

(3.59) (5.33)
(4) 10.15 0.06

(1.87)
(5) 10.38 11.43 -0.19 0.47

(3.05) (5.18) (-0.05)
(6) 8.08 9.91 0.48 Yes Yes 0.48

(2.20) (4.66) (0.17)
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TABLE 5
In-sample Forecasting Results for Long-term Treasury Bonds, 1981:07−2011:12

This table reports the regression coefficients, heteroskedasticity and serial correlation robust t-statistics, and adjusted
R2 for in-sample predictive regression of log excess bond returns on the n-year long-term Treasury bond for
n = 17, ...,20 over the period 1981:07−2011:12. The dependent variable rx(n)t+1 is the log excess bond returns on the
n-year Treasury bond. Forward spread moving average technical indicator factor F̂ f s

1,t and F̂ f s
3,t , and trading volume

technical indicator factor F̂OBV
1,t are selected from PC factors estimated from 48 MA f s trading rules based on the

moving averages of two- to five-year forward spreads and 15 MAOBV trading rules based on on-balance trading
volume of stock market according to short-term government bonds and BIC criterion, respectively. Cochrane and
Piazzesi (2005) forward rate factor CPt , which is a linear combination of five forward rates, is also included as a
control variable. Below each regression coefficient, Newey and West (1987) corrected t-statistics with 18 month lags
are reported in parenthesis. A constant is always included in the regression specification though not reported in the
table.

F̂ f s
1,t F̂ f s

3,t F̂OBV
1,t CPt R2

rx(17)
t+1 (1) Yes 0.19

(2) 8.14 8.81 0.40
(3.58) (4.77)

(3) 7.45 0.05
(1.74)

(4) 8.00 8.76 0.56 0.40
(2.94) (4.76) (0.18)

(5) 6.21 7.79 1.47 Yes 0.42
(2.28) (4.67) (0.50)

rx(18)
t+1 (1) Yes 0.19

(2) 8.40 9.33 0.40
(3.53) (4.67)

(3) 7.43 0.04
(1.65)

(4) 8.35 9.32 0.18 0.40
(2.95) (4.66) (0.05)

(5) 6.39 8.26 1.17 Yes 0.42
(2.25) (4.61) (0.39)

rx(19)
t+1 (1) Yes 0.19

(2) 8.62 9.85 0.40
(3.49) (4.56)

(3) 7.34 0.04
(1.57)

(4) 8.69 9.87 -0.27 0.40
(2.97) (4.54) (-0.08)

(5) 6.54 8.72 0.81 Yes 0.42
(2.22) (4.54) (0.26)

rx(20)
t+1 (1) Yes 0.20

(2) 8.82 10.35 0.40
(3.44) (4.43)

(3) 7.18 0.03
(1.48)

(4) 9.01 10.42 -0.78 0.40
(2.98) (4.41) (-0.22)

(5) 6.67 9.17 0.40 Yes 0.42
(2.19) (4.45) (0.13)
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TABLE 6
Out-of-sample Forecasting Results for Short-term Treasury Bonds, 1975:01−2007:12

This table reports the out-of-sample R2
OS statistics for log excess bond returns on the n-year short-term

Treasury bond rx(n)t+1 for n = 2, ...,5 over the 1975:01−2007:12 forecast evaluation period. R2
OS statistics

measure the reduction in mean square prediction error (MSPE) for a predictive model based on predictors
given in the column heading relative to historical average benchmark. F̃t represents three sets of technical
indicator factors F̃ f s

t , F̃OBV
t , and F̃T I

t = (F̃ f s
t , F̃OBV

t ) reported in the Panel A, B, and C, respectively. Forward
spread moving average technical indicator factor F̃ f s

t and trading volume technical indicator factor F̃OBV
t

are selected from PC factors estimated from 48 MA f s trading rules based on the moving averages of two- to
five-year bond forward spreads and 15 MAOBV trading rules based on on-balance trading volume of stock
market according to short-term government bonds and BIC criterion, respectively. CPt and LNt represent
the Cochrane and Piazzesi (2005) forward rate factor and the Ludvigson and Ng (2009) macroeconomic
variable factor, respectively. All factors and parameters are estimated recursively using only the information
available through period of forecast formation t. The statistical significance of positive R2

OS corresponding
to H0: R2

OS ≤ 0 against HA: R2
OS > 0 is assessed using the Clark and West (2007) MSPE-adjusted statistics.

*, **, and *** indicate significance at the 10%, 5%,and 1% levels, respectively.

n F̃t CPt CPt + F̃t LNt LNt + F̃t CPt +LNt CPt +LNt + F̃t

Panel A: Forward spread technical indicator factor, F̃ f s
t

2 0.229∗∗∗ 0.154∗∗ 0.255∗∗∗ 0.047∗∗ 0.269∗∗∗ 0.194∗∗∗ 0.291∗∗∗

3 0.235∗∗∗ 0.152∗∗ 0.258∗∗∗ 0.001 0.266∗∗∗ 0.177∗∗ 0.287∗∗∗

4 0.246∗∗∗ 0.179∗∗ 0.277∗∗∗ −0.014 0.267∗∗∗ 0.190∗∗∗ 0.298∗∗∗

5 0.252∗∗∗ 0.157∗∗ 0.276∗∗∗ −0.042 0.265∗∗∗ 0.158∗∗ 0.289∗∗∗

Panel B: Trading volume technical indicator factor, F̃OBV
t

2 0.079∗∗ 0.154∗∗ 0.227∗∗∗ 0.047∗∗ 0.108∗∗ 0.194∗∗∗ 0.241∗∗∗

3 0.071∗∗ 0.152∗∗ 0.210∗∗ 0.001 0.076∗∗ 0.177∗∗ 0.210∗∗

4 0.060∗ 0.179∗∗ 0.228∗∗∗ −0.014 0.054∗ 0.190∗∗∗ 0.219∗∗∗

5 0.051∗ 0.157∗∗ 0.196∗∗∗ −0.042 0.036∗ 0.158∗∗ 0.181∗∗

Panel C: Forward spread and trading volume technical indicator factor, F̃T I
t

2 0.256∗∗∗ 0.154∗∗ 0.302∗∗∗ 0.047∗∗ 0.298∗∗∗ 0.194∗∗∗ 0.332∗∗∗

3 0.259∗∗∗ 0.152∗∗ 0.295∗∗∗ 0.001 0.289∗∗∗ 0.177∗∗ 0.317∗∗∗

4 0.263∗∗∗ 0.179∗∗ 0.305∗∗∗ −0.014 0.284∗∗∗ 0.190∗∗∗ 0.323∗∗∗

5 0.263∗∗∗ 0.157∗∗ 0.295∗∗∗ −0.042 0.278∗∗∗ 0.158∗∗ 0.307∗∗∗
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TABLE 7
Out-of-sample Forecasting Results for Short-term Treasury Bonds, 1975:01−2011:12

This table reports the out-of-sample R2
OS statistics for log excess bond returns on the n-year short-term

Treasury bond rx(n)t+1 for n = 2, ...,5 over the 1975:01−2011:12 forecast evaluation period. R2
OS statistics

measure the reduction in mean square prediction error (MSPE) for a predictive model based on predictors
given in the column heading relative to historical average benchmark. Forward spread moving average
technical indicator factor F̃ f s

t and trading volume technical indicator factor F̃OBV
t are selected from PC

factors estimated from 48 MA f s trading rules based on the moving averages of two- to five-year bond
forward spreads and 15 MAOBV trading rules based on on-balance trading volume of stock market according
to short-term government bonds and BIC criterion, respectively. F̃T I

t = (F̃ f s
t , F̃OBV

t ) includes both the
forward spread and trading volume technical indicator factors. CPt represents the Cochrane and Piazzesi
(2005) forward rate factor. All factors and parameters are estimated recursively using only the information
available through period of forecast formation t. The statistical significance of positive R2

OS corresponding
to H0: R2

OS ≤ 0 against HA: R2
OS > 0 is assessed using the Clark and West (2007) MSPE-adjusted statistics.

*, **, and *** indicate significance at the 10%, 5%,and 1% levels, respectively.

n CPt F̃ f s
t CPt + F̃ f s

t F̃OBV
t CPt + F̃OBV

t F̃T I
t CPt + F̃T I

t

2 0.038∗ 0.185∗∗∗ 0.173∗∗∗ 0.070∗∗ 0.118∗∗ 0.209∗∗∗ 0.213∗∗∗

3 0.029∗ 0.204∗∗∗ 0.178∗∗∗ 0.055∗∗ 0.093∗∗ 0.218∗∗∗ 0.206∗∗∗

4 0.023∗ 0.215∗∗∗ 0.177∗∗∗ 0.045∗ 0.078∗∗ 0.223∗∗∗ 0.198∗∗∗

5 0.031∗ 0.220∗∗∗ 0.198∗∗∗ 0.032∗ 0.072∗ 0.220∗∗∗ 0.206∗∗∗
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TABLE 8
Out-of-sample Forecasting Results for Long-term Treasury Bonds, 1985:01−2007:12

This table reports the out-of-sample R2
OS statistics for log excess bond returns on the n-year long-term

Treasury bond rx(n)t+1 for n = 17, ...,20 over the 1985:01−2007:12 forecast evaluation period. R2
OS statistics

measure the reduction in mean square prediction error (MSPE) for a predictive model based on predictors
given in the column heading relative to historical average benchmark. F̃t represents three sets of technical
indicator factors F̃ f s

t , F̃OBV
t , and F̃T I

t = (F̃ f s
t , F̃OBV

t ) reported in the Panel A, B, and C, respectively. Forward
spread moving average technical indicator factor F̃ f s

t and trading volume technical indicator factor F̃OBV
t

are selected from PC factors estimated from 48 MA f s trading rules based on the moving averages of two- to
five-year bond forward spreads and 15 MAOBV trading rules based on on-balance trading volume of stock
market according to short-term government bonds and BIC criterion, respectively. CPt and LNt represent
the Cochrane and Piazzesi (2005) forward rate factor and the Ludvigson and Ng (2009) macroeconomic
variable factor, respectively. All factors and parameters are estimated recursively using only the information
available through period of forecast formation t. The statistical significance of positive R2

OS corresponding
to H0: R2

OS ≤ 0 against HA: R2
OS > 0 is assessed using the Clark and West (2007) MSPE-adjusted statistics.

*, **, and *** indicate significance at the 10%, 5%,and 1% levels, respectively.

n F̃t CPt CPt + F̃t LNt LNt + F̃t CPt +LNt CPt +LNt + F̃t

Panel A: Forward spread technical indicator factor, F̃ f s
t

17 0.394∗∗∗ 0.234∗∗∗ 0.417∗∗ −0.196 0.282∗∗∗ 0.044∗∗∗ 0.282∗∗∗

18 0.411∗∗∗ 0.235∗∗∗ 0.424∗∗ −0.182 0.300∗∗ 0.060∗∗∗ 0.300∗∗∗

19 0.427∗∗ 0.238∗∗∗ 0.432∗∗ −0.167 0.319∗∗ 0.078∗∗∗ 0.319∗∗∗

20 0.440∗∗ 0.240∗∗∗ 0.440∗∗ −0.150 0.338∗∗ 0.097∗∗∗ 0.338∗∗∗

Panel B: Trading volume technical indicator factor, F̃OBV
t

17 −0.214 0.234∗∗∗ 0.064∗∗∗ −0.196 −0.227 0.044∗∗∗ 0.027∗∗∗

18 −0.213 0.235∗∗∗ 0.068∗∗∗ −0.182 −0.224 0.060∗∗∗ 0.030∗∗∗

19 −0.208 0.238∗∗∗ 0.074∗∗∗ −0.167 −0.219 0.078∗∗∗ 0.036∗∗∗

20 −0.201 0.240∗∗∗ 0.083∗∗∗ −0.150 −0.211 0.097∗∗∗ 0.044∗∗∗

Panel C: Forward spread and trading volume technical indicator factor, F̃T I
t

17 0.172∗∗ 0.234∗∗∗ 0.202∗∗∗ −0.196 0.194∗∗∗ 0.044∗∗∗ 0.201∗∗∗

18 0.183∗∗ 0.235∗∗∗ 0.214∗∗∗ −0.182 0.207∗∗∗ 0.060∗∗∗ 0.214∗∗∗

19 0.196∗∗ 0.238∗∗∗ 0.228∗∗∗ −0.167 0.223∗∗∗ 0.078∗∗∗ 0.228∗∗∗

20 0.211∗∗ 0.240∗∗∗ 0.244∗∗∗ −0.150 0.240∗∗∗ 0.097∗∗∗ 0.244∗∗∗
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TABLE 9
Out-of-sample Forecasting Results for Long-term Treasury Bonds, 1985:01−2011:12

This table reports the out-of-sample R2
OS statistics for log excess bond returns on the n-year long-term

Treasury bond rx(n)t+1 for n = 17, ...,20 over the 1985:01−2011:12 forecast evaluation period. R2
OS statistics

measure the reduction in mean square prediction error (MSPE) for a predictive model based on predictors
given in the column heading relative to historical average benchmark. Forward spread moving average
technical indicator factor F̃ f s

t and trading volume technical indicator factor F̃OBV
t are selected from PC

factors estimated from 48 MA f s trading rules based on the moving averages of two- to five-year bond
forward spreads and 15 MAOBV trading rules based on on-balance trading volume of stock market according
to short-term government bonds and BIC criterion, respectively. F̃T I

t = (F̃ f s
t , F̃OBV

t ) includes both the
forward spread and trading volume technical indicator factors. CPt represents the Cochrane and Piazzesi
(2005) forward rate factor. All factors and parameters are estimated recursively using only the information
available through period of forecast formation t. The statistical significance of positive R2

OS corresponding
to H0: R2

OS ≤ 0 against HA: R2
OS > 0 is assessed using the Clark and West (2007) MSPE-adjusted statistics.

*, **, and *** indicate significance at the 10%, 5%,and 1% levels, respectively.

n CPt F̃ f s
t CPt + F̃ f s

t F̃OBV
t CPt + F̃OBV

t F̃T I
t CPt + F̃T I

t

17 0.131∗∗∗ 0.343∗∗∗ 0.356∗∗∗ −0.240 −0.034∗∗ 0.169∗∗∗ 0.159∗∗∗

18 0.138∗∗∗ 0.357∗∗∗ 0.364∗∗∗ −0.237 −0.026∗∗ 0.177∗∗∗ 0.167∗∗∗

19 0.145∗∗∗ 0.368∗∗ 0.372∗∗∗ −0.231 −0.016∗∗ 0.186∗∗∗ 0.177∗∗∗

20 0.151∗∗∗ 0.375∗∗ 0.373∗∗ −0.222 −0.004∗∗∗ 0.195∗∗∗ 0.186∗∗∗
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TABLE 10
Asset Allocation Results

This table reports the average utility gains for a mean-variance investor with risk aversion coefficient of
three who allocates between 1-year risk-free Treasury bill and n-year Treasury bond. Utility gain is the
portfolio management fee (in annualized percent return) that an investor would be willing to pay to have
access to the out-of-sample forecasts based on the predictors given in the column heading relative to the
historical average benchmark forecast. Forward spread and trading volume technical indicator factor F̃T I

t
is selected from PC factors estimated from 48 MA f s trading rules based on the moving averages of two- to
five-year bond forward spreads and 15 MAOBV trading rules based on on-balance trading volume of stock
market according to short-term government bonds and BIC criterion. CPt and LNt represent the Cochrane
and Piazzesi (2005) forward rate factor and the Ludvigson and Ng (2009) macroeconomic variable factor,
respectively. All factors and parameters are estimated recursively using only the information available
through period of forecast formation t. Panel A and B report the average utility gains of short-term bonds
with maturities n = 2, ...,5 over 1975:01−2007:12 and 1975:01−2011:12 forecast evaluation periods,
respectively, and Panels C and D report the average utility gains of long-term bonds with maturities
n = 17, ...,20 over 1985:01−2007:12 and 1985:01−2011:12 periods.

n F̃T I
t CPt CPt + F̃T I

t LNt LNt + F̃T I
t CPt +LNt CPt +LNt + F̃T I

t

Panel A: Short-term Treasury bonds, 1975:01−2007:12

2 0.71 0.17 0.67 -0.31 1.02 0.34 0.84

3 1.35 0.06 1.24 -0.73 1.78 0.32 1.36

4 2.06 0.35 1.95 -0.80 2.37 0.65 2.14

5 2.77 0.45 2.81 -0.60 3.01 0.69 3.06

Panel B: Short-term Treasury bonds, 1975:01−2011:12

2 0.38 -0.37 0.33

3 0.67 -1.07 0.55

4 1.21 -1.23 1.00

5 2.09 -1.23 1.95

Panel C: Long-term Treasury bonds, 1985:01−2007:12

17 3.73 2.83 3.16 -0.56 3.81 1.67 3.21

18 3.36 2.74 2.87 -0.40 3.56 1.76 2.94

19 2.84 2.60 2.44 -0.23 3.19 1.86 2.52

20 2.07 2.43 1.80 -0.03 2.63 2.00 1.90

Panel D: Long-term Treasury bonds, 1985:01−2011:12

17 2.81 0.38 2.28

18 2.57 0.45 2.01

19 2.17 0.51 1.59

20 1.56 0.54 0.95
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